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a b s t r a c t

This work develops and compares several flow-based vulnerability measures to prioritize important
network edges for the implementation of preparedness options. These network vulnerability measures
quantify different characteristics and perspectives on enabling maximum flow, creating bottlenecks, and
partitioning into cutsets, among others. The efficacy of these vulnerability measures to motivate pre-
paredness options against experimental geographically located disruption simulations is measured.
Results suggest that a weighted flow capacity rate, which accounts for both (i) the contribution of an
edge to maximum network flow and (ii) the extent to which the edge is a bottleneck in the network,
shows most promise across four instances of varying network sizes and densities.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction and motivation

The notion of resilience, broadly defined as the ability to
withstand the effects of a disruption and subsequently return to a
desired state, has been studied across a number of fields, including
ecology [11,21,22], social sciences [48,6], engineering [13,16,23,
36,44], and risk contexts [19,3,47], to name a few. Resilience has
increasingly been seen in the literature [43], owing to the need to
prepare for the inevitability of disruptions. For example, the US
Department of Homeland Security through its National Infra-
structure Protection Plan (2013) [14] shifts from solely focusing on
disruption prevention and protection of infrastructure systems to
risk management strategies that “strengthen national prepared-
ness, timely response, and rapid recovery in the event” of an attack
or disaster.

Fig. 1 illustrates two primary dimensions of resilience: vulner-
ability and recoverability. The network performance function φ tð Þ
describes the behavior of the network at time t (e.g., φ tð Þ could
describe traffic flow or delay for a highway network) [20,4,41,5].
Emphasis in this paper is placed on the vulnerability dimension of
resilience. The ability of ej to impact network performance in an
adverse manner is a function of the network’s vulnerability
ms Engineering University of
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[34,52,53], similar in concept to a lack of robustness in the “resi-
lience triangle” literature in civil infrastructure [10]. Jonsson et al.
[30] define vulnerability as the magnitude of damage given the
occurrence of a particular disruptive event, noting that the vul-
nerability of a network is highly dependent upon the type and
extent of disruption ej. We measure vulnerability as network
performance after the removal of a set of nodes or links based only
on topological features (i.e., without load redistribution leading to
potential cascading failures).

There are two common approaches to quantifying the vulner-
ability of a network to a disruption [8]: (i) probabilistic models
from reliability theory, and (ii) graph invariants as deterministic
measures. Such graph invariants often include graph theoretic
measures (e.g., centrality, diameter) [1,25,26,28,29,51]. This paper
makes use of a tangible variation on the second type of approa-
ches, wherein we use a network performance measure (e.g., net-
work flow) rather than a graph theoretic measure. Recent studies
have compared strictly topological models to flow-based or hybrid
models for electric power networks [37,40], showing similarities
in the results of both model types, though Ouyang et al. [38] offer
caution on using topological models to quantify the real vulner-
ability of power networks.

Several works have explored the identification of important
components in a network with respect to vulnerability. Nagurney
and Qiang [32,33] develop a measure of network efficiency to
describe the performance of a network when disrupted or con-
gested, as well as an identification of the individual components
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Fig. 1. Graphical depiction of network performance, φ(t), across several state
transitions over time.
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that lead to adverse network performance, with mention given to
applications in network vulnerability and robustness. Rodriguez-
Nunez and Garcia-Palomares [46] develop vulnerability compo-
nent importance measures for transportation networks based on
travel time, while others have considered cost of travel time
[27,49] and accessibility, or the ease of reaching components of
the network [12,50]. Park et al. [42] offer a flow-based perfor-
mance measure for setting rehabilitation investment priorities for
the component of a water distribution network, while Ouyang
et al. [39] examine the flow-based vulnerability of train networks.

While several works have dealt with definitions, paradigms,
and methodological approaches to quantify network vulnerability,
work in the broader characterization of network resilience is still
in its infancy. With this paper, we look to first contribute to
modeling and decision making for network vulnerability, a first
step in a larger integrated resilience framework. Section 2 provides
several importance measures, both existing in the literature and
developed in this paper, many of which emphasize network per-
formance and not solely network topology. Section 3 illustrates
with several network instances, and concluding remarks are given
in Section 4.
2. Quantifying network vulnerability and component
importance

We opt for a flow-based performance function, φ tð Þ. Network
performance could be defined in number of ways, including net-
work connectivity or flow across the shortest path. For this work,
we choose all node pairs average maximum flow for φ, calculated by
finding the maximum flow from a source node s to a sink node t,
then exhausting all s; tð Þ pairs across the network and averaging
the maximum flow for each s; tð Þ pair. Implicitly this assumes max
flows among s–t pairs are independent. This assumption allows for
the computation of an upper bound on system flow performance.

Max flow problems can be solved by several algorithms. In this
study we employ a minimum cost network flow formulation and
solve the resulting linear program (LP) using a concurrent solver
technique (a parallel processing approach in which each processor
initializes a different algorithm) which includes the well-known
and practically efficient simplex and dual simplex methods. Poly-
nomially bounded algorithms exist for solving LP problems (e.g.,
the interior point method [31], and for a graph with n nodes, the
number of max flow problems to be solved is a function in O n2

� �
making the all node pairs problem a polynomially bounded
problem.

This work considers geographic based physical networks with
capacitated and directed arcs. Examples include transportation
networks in which traffic per hour on a roadway or bridges with
weight restrictions constrain traffic flow. We consider a class of
disruptive events that impair the capacity of one or more edges in
the network. To prioritize preemptive efforts to reduce network-
wide vulnerability, we develop a variety of edge-specific, flow-
based metrics to identify the most important edges. Edges deemed
as the most important can be reinforced or otherwise protected
prior to any event to reduce network vulnerability or can be
candidates for expedited recovery (though we focus on the vul-
nerability, and not recoverability, aspect of network resilience in
this work). In this section we provide details concerning various
candidate edge importance measures relating to network
vulnerability.

2.1. Definitions and notation

Let G¼ V ; Eð Þ denote a directed graph where V is a set of n
vertices (also called nodes) and EDV � V is a set of m directed
edges (also called arcs or links). For i; jð ÞAE, the initial vertex i is
called the tail and the terminal vertex j is called the head. Let cij
and xij denote the capacity and flow on edge i; jð ÞAE, respectively.

A directed path P from a source node s to a target node t is a
finite, alternating sequence of vertices and one or more edges
starting at node s and ending at node t, P ¼ s; s; v1ð Þ; v1;

�
v1; v2ð Þ; v2; …; vk; tð Þ; tgwhere all of the odd elements are distinct
nodes in V and the even elements are directed edges in E. All nodes
other than s and t are referred to as internal nodes. The length of
path P is the number of edges it contains. The capacity of a path is
equal to the minimum capacity of all edges in the path. That is, the
capacity of path P equals min

ði;jÞAP
cij.

The s–t max flow problem utilizes a subset of all possible paths
between s and t to route a maximum amount of a commodity from
s to t without exceeding the capacity of any edge. The s–t max flow
problem can be formulated as the linear programming problem in
Eqs. (1)–(3).

max υst ð1Þ

s:t:
X
i;jð ÞAE

xij�
X
j;ið ÞAE

xji ¼
ωst for i¼ s

0 8 iAV s; tf g
�ωst for i¼ t

8><
>:

ð2Þ

0rxijrcij ð3Þ

In objective function from Eq. (1), ωst denotes the maximum
feasible flow from s to t for any source and sink node pair s; tAV
where sat: Note if s¼ t, we assign ωst ¼ 0: The flow-conservation
constraints in Eq. (2) require that the flow into and out of any
internal node iAVs; t to be equal, whereas the total flow out of s
and the total flow into t must equal ωst: The constraints in Eq. (3)
ensure that edge flow does not exceed edge capacity.

2.2. Edge importance measures

Significant effort has been made in the literature on defining
importance measures for components of graphs. A frequent theme
in these measures is the notion of centrality [2,17]. Edge between-
ness, for example, of ði; jÞϵE is a function of the number of shortest
paths between nodes s and t which include edge i; jð Þ: The edge
betweenness centrality of i; jð Þ is the sum of its edge betweenness
for all s–tpairs. There are numerous modifications of both node
and edge centrality measures, primarily based on shortest-paths
within a graph (e.g., [9] for a sampling of such variants). Newman
[35] introduced a modified edge centrality that does not restrict
the metric to only shortest paths between s and t but stochasti-
cally includes other paths. In our work we introduce or otherwise
consider multiple flow-based and topological measures relating to
max flow paths within a graph, as described subsequently.
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2.2.1. All pairs max flow edge count
The first edge importance measure we will consider is inspired

by the basic edge betweenness centrality concept. However
instead of shortest paths, we consider max flow paths. The all pairs
max flow edge count is equal to the total number of times a given
edge is utilized in all s–t pairs max flow problems. The intuition is
that if an edge is used more often than others in contributing to
maximum flow, then a disruption that impacts its capacity is likely
to have a significant impact on network performance φ:

Let μst i; jð Þ ¼ 1 if edge i; jð Þ is used in a given s–t max flow
problem and 0 otherwise. We define the first candidate for edge
importance based on the raw max flow edge tally divided by the
total number of s–tpairs, as shown in Eq. (4).

IMFcount
i;jð Þ ¼ 1

nðn�1Þ
X
s;tAV

μstði; jÞ ð4Þ

If multiple paths share a minimally capacitated edge, there will
be multiple paths that contribute the same value to a given s–t
max flow problem. We arbitrarily choose among the shortest of
these paths. For example, in Fig. 2, there are two example graphs
with five nodes and edge capacities as listed. In both cases the max
flow from node 1 to 5 is 1. In Fig. 2a, there are two paths from 1 to
5 with the same capacity: 1; 1;2ð Þ; 2; 2;4ð Þ;4; 4;5ð Þ;5� �

and
1; 1;3ð Þ; 3; 3;4ð Þ;4; 4;5ð Þ;5� �

. Since these have the same length, we
randomly choose a path to have flow. In Fig. 2b, the path
1; 1;4ð Þ; 4; 4;5ð Þ;5� �

is the shortest, therefore only edges ð1;4Þ and
ð4;5Þ are included as part of the max flow path tally.

2.2.2. Min cutset count
An s–t cut on a graph is a partitioning of nodes into two disjoint

sets S and T such that sAS and tAT . The s–t cutset is the set of
edges which have a tail in S but terminate in T . The capacity of an
s–t cut is equal to the sum of the capacity of the s–t cutset. The min
cut of a graph is the s–t cut with minimal capacity. According to
the max-flow min-cut theorem [15], the s–t max flow is equal to
its min cut. If an edge i; jð Þ is a member of the min cutset for an s–t
pair, then it is a bottleneck for the corresponding max flow pro-
blem, thus the intuition for this measure. Furthermore, if i; jð Þ is
damaged and its capacity reduced, then the max flow value is also
reduced. The edge importance measure Icutseti;jð Þ is the total number
of times edge i; jð Þ is a member of the min cutset for all s–t pairs.
This is represented arithmetically in Eq. (5), where δst i; jð Þ ¼ 1 if
edge i; jð Þ is a member of the s–t min cutset and 0 otherwise.

Icutseti;jð Þ ¼ 1
nðn�1Þ

X
s;tAV

δstði; jÞ ð5Þ

If multiple equivalent minimum cutsets exist, we choose one
arbitrarily.

2.2.3. Edge flow centrality
Another variation on component importance from the litera-

ture useful for the current work is a node centrality measure based
on max flow introduced by Freeman et al. [18]. Freeman’s measure
Fig. 2. Shortest path max flo
is derived from the total flow passing through node i when max
flow ωst is routed from s to t for all s; tAV : A simple revision of the
metric provides an importance based on the total volume of flow
on an edge. Specifically, the edge flow centrality of ði; jÞϵE is defined
as the sum of flow on i; jð Þ for all possible s–t pair max flow pro-
blems divided by the sum of all pairs max flows, shown in Eq. (6),
where ωstði; jÞ is the flow on ði; jÞ when the max flow ωst is routed
from s to t.

Iflowði;jÞ ¼

P
s;tAV

ωstði; jÞ
P

s;tAV
ωst

ð6Þ

If more than one path have the same capacity for a given s–t
max flow problem, then we employ the same strategy as with the
all pairs max flow edge count.

2.2.4. Flow capacity rate and weighted flow capacity rate
The min cutset count from Eq. (5) addresses whether or not an

edge is a bottleneck. and the edge flow centrality from Eq. (6)
addresses the contribution of a given edge to max flow. The flow
capacity rate (FCR) quantifies how close a given edge is to
becoming a potential bottleneck based on flow amount and
capacity. If an edge is significantly underutilized with respect to its
capacity, then it is inherently robust to disruptions that reduce
capacity. Whereas if ωstði; jÞ � cij then damage to ði; jÞ is more likely
to affect network performance.

The edge flow capacity rate is the sum of the percentages of
edge flows to edge capacity for all s–t pair max flow problems,
shown in Eq. (7).

IFCRði;jÞ ¼
1

nðn�1Þ
X
s;tAV

ωstði; jÞ
cij

ð7Þ

An edge with a high flow capacity rate is more likely to become
a bottleneck than an edge with a lower value, but the expected
impact to the overall network performance should also be a
function of the expected contribution of the given edge provided
by Eq. (6). A weighted flow capacity rate (WFCR) can be computed
by weighting each term in Eq. (7) by the edge flow volume, as
shown in Eq. (8).

IWFCR
ði;jÞ ¼ 1

nðn�1Þ
X
s;tAV

Iflowði;jÞ
� �ωstði; jÞ

cij
¼ 1

nðn�1Þ P
s;tAV

ωst

X
s;tAV

ωstði; jÞ½ �2
cij

ð8Þ

2.2.5. One-at-a-time damage impact
The last edge importance measure we consider is an empirical

one based on a direct computation of the impact to network
performance when a given edge is damaged. The one-at-a-time
damage impact importance measure is the average percent change
across all s–t max flow problems when ði; jÞ has its capacity
reduced by 50%. This is shown in Eq. (9), where ω0

st;ij is the max
w edge count example.
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Fig. 3. Example network to demonstrate importance measures.

Table 1
Results of the importance measures for the edges of the example network in Fig. 3.

ði; jÞ cij IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ Iimpact
i;jð Þ

ð1;2Þ 3 0.250 0.250 0.225 0.250 0.056 0.075
ð1;3Þ 2 0.250 0.250 0.150 0.250 0.038 0.050
ð2;3Þ 5 0.167 0.083 0.200 0.133 0.027 0.050
ð2;4Þ 6 0.250 0.083 0.425 0.236 0.100 0.117
ð3;2Þ 8 0.333 0.167 0.450 0.188 0.084 0.069
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flow from s to t when the capacity of i; jð Þ is set equal to 0:5cij.

Iimpact
ði;jÞ ¼ 1

nðn�1Þ
X
s;tAV

ωst�ω0
st0 ij

ωst
ð9Þ

Eq. (9) is a specific application of the α-at-a-time flow impor-
tance measure by Rocco et al. [45] though considering a fractional
capacity reduction rather than complete edge incapacitation.
These measures are inspired by the Birnbaum [7] importance
measure from reliability engineering.

2.3. Example network with performance and edge importance
measures

We demonstrate the edge importance measures on the four
node network depicted in Fig. 3. The edges are labeled according
to their capacities. The s–t max flow table in Fig. 3 shows the max
flows from every possible source to every possible sink node. The
performance measure for this network is 3.33.

Table 1 reports the capacity, the all pairs max flow usage count,
min cutset count, edge flow centrality, flow capacity rate, weighted
flow capacity rate, and the one-at-a-time 50% capacity reduction
damage impact importance measures for each edge. The values for
the metric corresponding to the most important edge(s) are in
bold. While the rank ordering is different by importance measures,
there is some agreement as to the most important edge: IMFcount

i;jð Þ
and Iflowði;jÞ identify ð3;2Þ as the most important; Icutseti;jð Þ and IFCRði;jÞ rank
ð1;2Þ and ð1;3Þ as a tie for the most important edge; and IWFCR

i;jð Þ and

Iimpact
i;jð Þ agree on ð2;4Þ as the most important.
In the following section we describe larger scale network pro-

blems and a simulated disruption scenario. The importance
metrics will be used to make a priori decisions to reduce the
vulnerability of the network.
3. Illustrative examples and empirical analysis

To evaluate the usefulness of the six edge importance measures
under investigation we will simulate disruptions to large net-
works. The edge importance measures will be used to prioritize a
simulated resource allocation process for reinforcing components
of the network infrastructure. Assuming limited funding, for
example, it is possible that only a small fraction of edges in a
network (e.g., roadways, bridges, power lines) may be improved.

An importance ranking of edges with respect to overall net-
work performance will allow for a more effective usage of such
limited resources. As such, we will choose the top kom edges for
a given importance metric and simulate the strengthening of the k
edges. In a series of disruptive event simulations we quantify the
quality of the a priori strengthening policies based on Eqs (5)–(9).
We then simulate a recovery of the overall network to complete
the analysis of the importance measures.

Note that the importance measures capture different perspec-
tives on vulnerability. While the illustrative examples demonstrate
how different these perspectives are for different network
instances of varying size and density, the choice of an appropriate
importance measure may depend on a particular application at
hand. The empirical analysis in this section assumes no particular
application area, as we are illustrating the differences in the
measures.

3.1. Network instances with their disruption and recovery

The network instances in our empirical analysis are generated
from a random geometric graph structure with bi-directional and
capacitated edges. A bi-directional edge is modeled as two sym-
metric directed arcs. The symmetry implies that the capacity is
equal for both arcs. The random geometric graph algorithm ran-
domly positions nodes within a two dimensional area, and edges
are added between all nodes that are within a specified distance.
To create a network that is connected, after the algorithm termi-
nates, if two or more disconnected components exists, two nodes
are selected at random, each from a different disconnected com-
ponent, and an edge is added between the two nodes. This process
continues until the network is connected. All edges are then ran-
domly assigned capacities according to a continuous uniform
distribution on ½100;1000�: Each edge is then modified to become
bi-directional. That is, for each edge i; jð Þ the edge j; ið Þ is added
with cji ¼ cij.

We simulate two sizes of networks, small and large, and a low-
density and high-density version of each. The four network
instances are depicted in Fig. 4. Fig. 4a and b depict the lower and
higher density instances of the smaller network which both con-
tain 20 nodes. The Small Graph with Lower Density (SGLD)
instance has 20 bi-directional edges. The Small Graph with Higher
Density (SGHD) contains 53 bi-directional edges. Fig. 4c and d
portray the larger network size which consists of 70 nodes. The



Fig. 4. Four network design instances for vulnerability analysis. (a) Small graph, lower density (SGLD), (b) Small graph, higher density (SGHD), (c) Large graph, lower density
(LGLD) and (d) Large graph, higher density (LGHD).

Fig. 5. Concentric circles of damage from a simulated disruptive event.
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low density (LGLD) instance has 128 bi-directional edges and the
higher density (LGHD) instance contains 791. Lower density
graphs have less inherent redundancy and may be more vulner-
able to disruptions.

The simulated disruptions impact capacities of edges depend-
ing on the distance from the epicenter of the disruptive event.
Four concentric circles of discrete damage levels are centered
about the epicenter. The four damage levels reduce edge capacities
by 80%, 60%, 40%, and 20%, with the most damage located at the
smallest circle at the epicenter. Any edge that intersects one of
these disruptive event circles sustains damage, and the damage
sustained will be associated with the smallest of the concentric
circles intersected (i.e., the largest related damage value). The
circles, from smallest to largest, cover 10%, 20%, 30%, and 40% of
the network region such that an individual damage level corre-
sponds to 10% of the total area. Fig. 5 depicts an example of the
four damage circles (not to scale) superimposed on one network
instance. This approach to disrupting the network is similar to
what could be expected with an explosion or possibly an earth-
quake (depending on the geographical scale).
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We perform 100 independent simulations on all four network
instances. In each simulation the epicenter of the disruptive event
is randomly located. Network performance φ is computed at the
time of maximum disruption (time td from Fig. 1) to evaluate the
vulnerability of the network without any preventive measures.
Naturally, the approach to disrupting the network (in this case,
concentric circles of varying capacity damage effects) will affect
vulnerability results. However, as we are simulating several such
disruptions, we feel that vulnerability results will be somewhat
general.

For each candidate importance measure, we employ an asso-
ciated improvement policy to strengthen certain edges. The top
15% of edges, ranked according to importance, are selected for
strengthening. To evaluate the effectiveness of the rankings, we
compare the average disrupted network performance across all
simulated disruptions for each of the improvement policies as well
as a “random selection” improvement policy, where 15% of edges
are randomly selected for hardening.

An improved edge does not sustain as much damage as it
would otherwise if affected in a disruption. Specifically, an edge
Table 2
Disruptive event scenario damage details.

Damage circle Total area Edge damage (no
hardening)

Edge damage
(hardening)

Circle 1 (epicenter) 5% 80% 40%
Circle 2 10% 60% 20%
Circle 3 15% 40% 0%
Circle 4 20% 20% 0%

Table 3
Network instance descriptions and baseline performance metric, φ t0ð Þ.

Network
instance

Nodes Bi-directional
edges

Density Edges to be
improved

φ t0ð Þ

SGLD 20 20 10.5% 3 285.0
SGHD 20 53 38.4% 8 1532.5
LGSD 70 128 6.0% 19 433.5
LGHD 70 791 32.8% 119 10,027.3

Fig. 6. Edge importance measure relationships
that would suffer an 80% reduction in capacity would incur only
40% reduction if hardened; an edge which would sustain 60%
damage would only experience 20%. The lower damage impact
zones do not affect strengthened edges. Table 2 summarizes the
disruptive event simulation scenario.

Finally, we expect policies based on the importance measures
will also affect recoverability. To depict this we construct a highly
simplified recovery procedure: each edge is recovered in parallel
at a fixed rate (8% of their original edge capacity) per time unit.
Since the most damaged edges must recover 80% of their capacity,
there will a total of 10 time steps per simulated disruption. Net-
works will be recovered to their original performance level at t0.
The performance will be computed at every time step during the
recovery to compare how the strengthening measures impact the
recovery curve. Note that the focus of this work is how different
edge prioritization policies can impact vulnerability and subse-
quently resilience. To understand resilience, recovery must be
accounted for, but it is done so in a general way here. Combining
the vulnerability-related policies with a study of more realistic
recovery policies is considered future work.

3.2. Edge importance associations

Summary information for the four network instances, including
baseline network performance without disruption, φ t0ð Þ; is pre-
sented in Table 3.

A series of scatter plots for each edge importance measure
plotted against the others is shown in Figs. 6–9 for the four net-
work instances. The axes are scaled for comparison such that a
point in the far upper right of a plot represents an edge that is
listed as highly important for both associated ranking policies. A
linear trend line with confidence intervals is superimposed.

Some measures display moderately positive linear correlations
in all four instances (e.g., max flow count and edge flow centrality
or flow capacity rate), suggesting that two measures draw similar
conclusions as to edge vulnerability. Certain trend lines, however,
are impacted more by outliers than by strong linear relationship
(e.g., cutset count and flow capacity rate in Figs. 7 and 8). For
decision-making purposes, the rankings of the importance mea-
sures may be more important than the values themselves. For
example, given limited resources for mitigation, which edges are
for the Small Graph, Low Density instance.
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Fig. 7. Edge importance measure relationships for the Small Graph, High Density instance.

Fig. 8. Edge importance measure relationships for the Large Graph, Low Density instance.

C.D. Nicholson et al. / Reliability Engineering and System Safety 145 (2016) 62–7368
the most critical. The Kendall-tau metric quantifies the strength of
the monotonic relationship between two importance measures
and is reported in Table 4.

For the large network instances and the higher density
instances, the weighted flow capacity rate measure has the
strongest association with the impact measure. Two importance
measures with low association may provide different dimensions
of information about the network. It is possible such discordance
could be exploited to better inform improvement decisions. Edge
flow centrality and cutset count on the High Density instances, for
example, appear to provide independent information. Future
research will explore the generality of such associations.

Given that the implementation strategy to reduce vulnerability
is to select and improve the top ranked important edges, the lack
of vulnerability in the network, or the network’s robustness, after
disruption will vary only if there are differences in the top ranked
edges. Table 5 reports a measure of agreement among the most
critical edges for the importance measures in these network
instances. The agreement between two measures is evaluated
based on the percentage of edges that are classified as within the
top 15% of importance by both calculations. For example, max flow
count and FCR both agree that a certain set of 16 edges should be
in the top 19 of the LGLD instance; the percent agreement is
reported as 84%. Max flow count and FCR are in good agreement
across instances except the smallest instance (overall agreement of
110 out of 149 top ranks). Note that the top 15% of the SGLD
instance is only three edges, thus explaining the behavior of the
percent agreement for this instance. The empirical impact
importance measure and WFCR have the second highest overall
agreement (95 of 149 top ranks).
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Fig. 9. Edge importance measure relationships for the Large Graph, High Density instance.

Table 4
Kendall-tau measure of association for edge importance measures.

Small Graph, Low Density instance Small Graph, High Density instance

IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ

Icutseti;jð Þ �0.10 – – – – 0.03 – – – –

Iflowði;jÞ 0.73 �0.15 – – – 0.43 �0.01 – – –

IFCRði;jÞ 0.47 0.40 0.36 – – 0.56 0.17 0.10 – –

IWFCR
i;jð Þ 0.19 0.71 0.17 0.58 – 0.28 0.62 0.38 0.21 –

Iimpact
i;jð Þ

0.02 0.56 0.01 0.46 0.44 �0.01 0.50 0.20 �0.13 0.57

Large Graph, Low Density instance Large Graph, High Density instance

IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ

Icutseti;jð Þ 0.22 – – – – 0.01 � � � �
Iflowði;jÞ 0.78 0.19 � � – 0.40 �0.03 � � �
IFCRði;jÞ 0.78 0.35 0.64 � – 0.74 0.05 0.18 � �
IWFCR
i;jð Þ 0.56 0.63 0.57 0.62 – 0.25 0.54 0.43 0.13 �

Iimpact
i;jð Þ

0.38 0.41 0.41 0.35 0.51 0.01 0.60 0.28 �0.09 0.74
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3.3. Network vulnerability and recovery by preparedness policy

The six preparedness policies, as well as “do nothing” and
random policies, are tested for 100 simulated disruptive events.
The first policy, the “do nothing” policy referred to as “none” in the
subsequent figures, selects no edges for hardening. The second
policy randomly selects 15% of edges to harden. The third through
the eighth polices are based on the importance measures max flow
count, cutset count, edge flow centrality, flow capacity rate,
weighted flow capacity rate, and one-at-a-time impact,
respectively.

Boxplots depicting network vulnerability by policy and net-
work instance are presented in Fig. 10. The vertical axis represents
the percent performance loss at time of greatest disruption, td,
with respect to the baseline performance. That is, 1�φ tdð Þ

φ t0ð Þ � 100%.
As expected there is notable variation in the vulnerability from the
simulated disruptions. Some disruptions do not affect many edges,
whereas others occur in more dense areas of the network and
cause severe shock to the network. The interquartile range, as well
as the “whiskers” of the boxplots which depict the upper and
lower inner fences of the data, reveal notable differences between
the small and large networks. The smaller graphs have a wider
spread of vulnerability due to the fact that (i) a smaller graph with
fewer edges is naturally less likely to be impacted by the simulated
disruptions, but (ii) when they are impacted, there is a higher
probability that important components are affected and the
damage is more severe.

Mean network vulnerability percentages at time td are listed in
Table 6. Possibly more important than expected vulnerability at
disruption is the “worst case” vulnerability disruption scenario.
Maximum vulnerabilities occurring during the most disruptive of



Table 5
Percent agreement among top ranked importance measures.

Small Graph, Low Density instance Small Graph, High Density instance

IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ

Icutseti;jð Þ 0% – – – – 50% – – –

Iflowði;jÞ 100% 0% – – – 38% 13% – – –

IFCRði;jÞ 0% 33% 0% – – 75% 50% 25% – –

IWFCR
i;jð Þ 0% 100% 0% 33% – 63% 75% 25% 50% –

Iimpact
i;jð Þ

0% 67% 0% 67% 67% 50% 75% 13% 50% 50%

Large Graph, Low Density instance Large Graph, High Density instance

IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ IMFcount
i;jð Þ Icutseti;jð Þ Iflowði;jÞ IFCRði;jÞ IWFCR

i;jð Þ

Icutseti;jð Þ 32% – – – – 13% – – – –

Iflowði;jÞ 74% 32% – – – 55% 14% – – –

IFCRði;jÞ 84% 42% 74% – – 74% 17% 31% – –

IWFCR
i;jð Þ 53% 79% 53% 63% – 29% 49% 47% 19% –

Iimpact
i;jð Þ

37% 63% 47% 47% 63% 11% 59% 28% 6% 65%

Fig. 10. Network robustness for each network instance and preparedness policy.
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the 100 simulated events is also listed in Table 6. The least vul-
nerable network performance means and worst-case disruptions
are in bold.

The network types prove to exhibit different inherent strengths
with regard to vulnerability to disruptions. The two larger graphs
have more edges and thus a higher likelihood of redundant paths.
The worst case vulnerability without edge hardening for the larger
graphs is less than 50%, whereas the two smaller instances have
maximum vulnerabilities observations exceeding 60% perfor-
mance drops. The percentage point range of maximum vulner-
ability varies considerably by instance type: 8.5%, 13.0%, 20.9%, and
5.5% for SGLD, SGHD, LGLD, and LGHD, respectively. The graph



C.D. Nicholson et al. / Reliability Engineering and System Safety 145 (2016) 62–73 71
type which benefits most from an improvement policy is the LGLD
instance, whereas the graph which benefits the least is the LGHD
instance.

Accordingly the most effective preparedness policies on aver-
age (and for the worst case disruptions) change based on network
type. The cutset count ranking policy is a top performer in the
SGLD instance but the weakest among the competing importance
metrics in the LGLD instance. The WFCR importance ranking
generates the most consistently effective improvement strategy,
yielding the least vulnerable network on average in all four
instances.

To determine statistically valid vulnerability differences
between ranking policies, given that the performance measure-
ments are not independent (i.e., a given disrupted event is repli-
cated for each improvement policy), the familywise error rate
should be controlled. As such Holm [24] adjusted p-values for
multiple comparisons of repeated measures tests are recorded in
Table 7.

All policies, including random improvements, statistically out-
perform (with 95% confidence) the “do nothing” strategy (not
shown). Four cases exist in which the importance ranked policies
do not statistically outperform random: FCR on SGLD (no differ-
ence) and LGHD (underperforms); max flow count and cutset
count on LGHD (no difference).
Table 6
Network vulnerability by preparedness policy.

Policy SGLD SGHD LGLD LGHD

Mean Max Mean Max Mean Max Mean Max

None 34.6% 61.2% 30.0% 61.7% 27.6% 49.5% 31.1% 46.9%
Random 32.4% 55.9% 27.2% 56.8% 26.0% 47.6% 27.7% 41.4%
MF count 29.6% 54.3% 24.3% 52.4% 17.7% 33.2% 27.5% 42.7%
Cutset count 28.9% 52.7% 24.3% 51.1% 18.1% 38.1% 27.9% 45.8%
Flow centrality 29.6% 54.3% 24.8% 48.7% 16.8% 28.6% 26.0% 41.4%
FCR 31.3% 60.2% 24.8% 52.7% 15.9% 28.8% 28.4% 43.8%
WFCR 28.9% 52.7% 23.6% 50.4% 15.6% 28.9% 26.0% 44.4%
Impact 29.6% 57.6% 24.2% 51.4% 15.6% 29.6% 26.2% 44.4%

Table 7
Adjusted p-values for repeated measures significance testing of preparedness policies.

Instance Random MF count

SGLD MF count o10�3 �
Cutset count o10�3 1
Flow centrality o10�3 �
FCR 0.166 0.015
WFCR o10�3 1
Impact o10�3 1

SGHD MF count o10�3 �
Cutset count o10�3 1
Flow centrality o10�3 0.116
FCR o10�3 o10�3

WFCR o10�3 o10�3

Impact o10�3 1
LGLD MF count o10�3 �

Cutset count o10�3 0.616
Flow centrality o10�3 o10�3

FCR o10�3 o10�3

WFCR o10�3 o10�3

Impact o10�3 o10�3

LGHD MF count 0.139 �
Cutset count 1 0.174
Flow centrality o10�3 o10�3

FCR o10�3 o10�3

WFCR o10�3 o10�3

Impact o10�3 o10�3
The average network recovery curves for the 100 simulations
are presented in Fig. 11. Due to the similarity of the recovery
process, only a subset of the policies is represented. Specifically,
the “do nothing,” cutset count, edge flow centrality, and WFCR
based improvement policies are plotted for the 10 time periods
until full network recovery. Note that in the SGLD plot, the cutset
count and WCFR performances are perfectly aligned and cannot be
distinguished.

Predominantly, the average recoveries for all improvement
policies occur at similar rates such that the network performance
lines do not intersect until the final time step. However, the edge
flow centrality importance policy in particular has a recovery
curve that behaves differently than the others. For example, in the
LGLD plot, the flow centrality policy outperforms the cutset count
in terms of reducing vulnerability, but during the recovery process
it soon lags in performance. This underperforming trend is clearly
seen in the SGLD network recovery where edge flow centrality
does not stimulate as aggressive of a recovery as the other metrics.
Evidently, the importance measures affect both the initial impact
vulnerability from a disruption as well as the efficiency of the
recovery efforts. These two facets of resilience should be con-
sidered jointly when evaluating a network improvement strategy
and will be explored further in future efforts.
4. Concluding remarks

Many previous network disruption studies focus on graph
theoretic measures to identify network components that may have
an adverse impact on network connectivity if they are disrupted.
Alternatively, this work focuses on network performance-driven
measures of vulnerability to develop component importance
measures that provide a more tangible representation of how
network flows are disrupted. And we address disrupted flow in the
broader context of network resilience, combining vulnerability and
recoverability.

Of six measures compared in this paper, initial results suggest
that adopting a preparedness policy based on the weighted flow
capacity rate importance measure results in networks with the
least vulnerability across network instances. This measure
Cutset count Flow centrality FCR WFCR

� � � �
� � � �
1 � � �
o10�3 0.015 � �
– 1 o10�3 �
1 1 o10�3 1
� � � �
� � � �
0.112 � � �
0.001 1 � �
0.001 o10�3 o10�3 �
0.604 0.116 0.001 0.116
� � � �
� � � �
0.003 � � �
o10�3 o10�3 � �
o10�3 o10�3 0.163 �
o10�3 o10�3 0.146 0.866
� � �
� � �
o10�3 � �
0.005 o10�3 �
o10�3 1 o10�3 �
o10�3 0.414 o10�3 o10�3



Fig. 11. Recovery curves for selected preparedness policies.
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accounts for (i) the amount of flow across an edge relative to the
network max flow as well as (ii) the capacity of the arc, accounting
for both criticality to max flow as well as capacity. Perhaps these
two dimensions combine to identify edges that produce a robust
network, particularly for those generated in the empirical analysis
provided in this paper. However, as the different flow-based vul-
nerability importance measures discussed in this paper offer dif-
ferent perspectives of network vulnerability, the efficacy of the
importance measure may differ depending on the network
application.

Future work remains in drawing broader conclusions about
relationships among the importance measures across a larger
variety and larger generation of network instances. Initial results
suggest that measures may complement each other in terms of
identifying edges for hardening. And this is not surprising, as some
of the measures focus more on network topology (e.g., cutset)
while others are focused almost entirely on network performance
(e.g., max flow edge count). Further, Fig. 11 suggests that there
could be some interaction between vulnerability and recover-
ability for certain preparedness policies. We will explore this
possible interaction with more realistic recovery policies (e.g.,
optimal recovery crew assignment). The damage model used to
generate the disruptive event can impact results, and accordingly
future work will explore how the importance measures are robust
to the damage model and network configuration, particularly in
the context of tactical (recovery) and strategic (design) decision
making. Finally, the implicit assumption regarding the indepen-
dence of max flows among s–t pairs will be addressed using a
multi-commodity flow formulation as well as incorporating a
probabilistic factor relating to concurrent node-pair flows. More
realistic upper bounds on network performance are particularly
valuable in the context of tactical (recovery) and strategic (design)
decision making.
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